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1. Introduction

The study of order statistics has been mostly limited on the
determination of functions of order statistics for use in estimation
and testing procedures, for a fixed sample size. Various functions
studied fully have already been mentioned in David (1970) and have
been used to derive non-parametric quick tests. However, there are
some situations where the determination of the sample size in
advance is not possible, for example in sequential analysis. The
main aim of this paper is to develop the theory of order statistics,
assuming the sample size as random, for continuous as well as for
discrete populations and to illustrate it when the sample size has
binomial and Poisson distributions.

2. Distribution of a Single Order Statistic

Let Zi, Xi, Xn, be independent andidentically distributed
random variables with cumulative distribution function (cdf) F{x).
Let these variates be arranged in ascending order as

-^O) ^ •5'(2) ^ ^^(t) ^ X(n)

Let n be not fixed in advance but a discrete random variable with
probability mass function (pmf)

s

P(«>=0=/'(0 and cdf P(if)=^;'(0
1=0

It is also assumed that n is independent of the distribution of X.
Further let Gr{x) be the conditional cdf of r-th order statistic X^
conditioned on the event
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Then we have

I n>r)

GO

< at/m 1 =•/)/?(/)

(2.1)^ ^ l-P(r-l)
00

^P{i)lFi,x){r, i-r+l)

° 1-P(/—1)

where

I<i{r,s)=

B{r, s):

W \\—uy~^du,Q<a <1

0

V)W) r, s >0

For given F{x), {r, i—r+l) is tabled by K. Pearson (1934).
pii) being known, Gr{x) may be obtained and percentage points of
Xir) may be calculated.

Case 1. For Z to be a continuous variate, the pdf of Xir)
conditioned on the event {«>/•}, is given by

/=/•

Case 2. For Z to be a discrete variate, the conditional pmf of
X(,r) conditioned on the event {«>/•} is

<2-3) «-<-)=
/=r

/f(®) (f*, I— r+1) —/f(»-1) {r,/—r+1)

Expected values of some functions of X^t) can be obtained from (2 2)
§nd (2.3).
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Illustration

(a) Let « be a binomial variate with pmf

0<7T<1.

The conditional cdf of X(r) conditioned on the event {«>r} is
given by

N F(x)

S(T)"'('-)''- f "--'0
Gr(x)=— °

F(x)

/-(r.W-r+l)

/nF(ri(r, N-r+1)
° Mr,iV-r+l)

For continuous X, the conditional pdf of Zjr) conditioned on
the event {n>r} is

B(r,N—r+l)I„(r, N—r+1)

For discrete X, the conditional pmf of X(r) conditioned on the
event {«>r} is given by

, s InFjx} (r, iV—r+l)-/nF(g-i) (r,N-r+l)
Ur, N-r + 1)

(b) Let wbe a Poisson variate with thejprobobility mass
function

X0=-^-^. '=0' 1



122 JOURNAL OF THR INDIAN SOCIETy OF AGRICULTURAL STATISTICS

The conditional cdf of conditioned on the event {x^r} is
CO

e* A'

i=r

where

2j i\ tPlx){r,i-r^\)
Gr{x)=

i^r

-Xt P(x)

i:

=,^(E V] /
\i=r

_ PxFjxiir)
-Px(r)

a

e-^a} . 1

m
i=r 0

g-u

For given a, r,Pai/i) is tabled by K. Pearson (1934).

For continuous X, the conditional pdfof Z„) conditioned on
the event {«>/*} is

r(r)^A(r) P'-'WM
Fordiscrete Y, the conditional pmf of Z(r, conditioned on the

event {«>r} is

P, (r) -P (r)
2.(x) — AF(g-l)^ '

3. The Joint Distribution of Z,,, and X^s)
Let (7rs(x,7)be the conditional joint cumulative distribution

function of X^r) and Z(s) {s'̂ r} conditioned on the event {n>j>r}.
Thus for y'^x

Gts (x, j)=P (at least/- Xi^x, exactly ; with
a> i i—k

(3-1) 2 2 j;C(f,A;,/)F^(^)[F(3;)-F(jc)r
21 k=r l=max (o, s—k)

i==s
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1 y p(i)
l-P{s-l) It B(r, s-r,i-s+l)

i=s

F(x) m

0 «>

^r-1

where

C(i,k, 0=( ]= k\l\{i-k-l)\
and

This result could be extended for the joint distribution of k
order statistics.

Case 1. For X to be continuous, the conditional joint pdf of
Xir) and X^s) conditioned on the event {n>s}is given by

GO

(3.2) gu £ B{r, s-r, i-s+1
i=s

F'-Hx)[Fiy)-F{x)r''-^. [l-F(y)r'f(x)f(y)

Case 2. For X to be discrete, the joint pmf of Z(r) and Xm is
given as

CD

(3.3) gn(x, J')™ 2 5(r, s-r, i-j+1)
l = S

Fix) FlV)

l^r-l(v_|v)»-»--l (1—v)'-»ifv dw
r

1

Note. The other well known results for order statistics can be
easily generalised in this case also.
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Summary

The basic distribution theory oforder statistics and its various
functions for continuous and discrete populations, assuming the
sample size as random variate and independent of X, is extended.
Some of the obtained results are illustrated assuming the sample size
has binomial and Poisson distributions.
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